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SUMMARY  Computer networks require sophisticated control mechanisms to realize fair resource allocation among users in conjunction with efficient resource usage. To successfully realize fair resource allocation in a network, someone should control the behavior of each user by considering fairness. To provide efficient resource utilization, someone should control the behavior of all users by considering efficiency. To realize both control goals with different granularities at the same time, a hierarchical network control mechanism that combines microscopic control (i.e., fairness control) and macroscopic control (i.e., efficiency control) is required. In previous works, Aida proposed the concept of chaos-based hierarchical network control. Next, as an application of the chaos-based concept, Aida designed a fundamental framework of hierarchical transmission rate control based on the chaos of coupled relaxation oscillators. To clarify the realization of the chaos-based concept, one should specify the chaos-based hierarchical transmission rate control in enough detail to work in an actual network, and confirm that it works as intended. In this study, we implement the chaos-based hierarchical transmission rate control in a popular network simulator, ns-2, and confirm its operation through our experimentation. Results verify that the chaos-based concept can be successfully realized in TCP/IP networks.
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1. Introduction

In computer networks (hereinafter simply referred to as “networks”), many users have to share the limited resources (e.g., link bandwidth). Such networks need control mechanism to realize fair resource allocation among users while providing efficient resource utilization. To realize fair resource allocation in a network, someone should control the behavior of each user by considering fairness; to provide efficient resource utilization, someone should control the behavior of all users by considering efficiency. These controls are characterized by the granularity of their control targets. Since each user is essentially a microscopic control target, the fairness control corresponds to microscopic control, whereas efficiency control for all users corresponds to macroscopic control. Therefore, as shown in Fig. 1(a), to realize fairness and efficiency simultaneously, we must realize a hierarchical network control mechanism that combines both microscopic and macroscopic controls.

In [1], Aida proposed the concept of chaos-based hierarchical network control. Chaos is the state of disorder observed at a microscopic scale in a deterministic system, but has a stable structure at a macroscopic scale. Aida’s concept utilizes such a hierarchical structure of chaos, as shown in Fig. 1(b), to design hierarchical network control. The hierarchical structure of chaos is briefly described as follows. We denote the network state by a point in a multidimensional space, and represent the time evolution of the network state by the trajectory of this point. In a deterministic system, the trajectory for an initial point is determined without randomness; however, if a deterministic system is chaotic, the future point is unpredictable unless its initial point is known with perfect accuracy. This is caused by sensitivity to initial conditions of chaos, which means that the difference between points that originate from slightly different points increases exponentially with time. Due to the sensitivity to initial conditions, any trajectory in a chaotic system appears to be random at a microscopic scale as illustrated in Fig. 1(b); however, regardless of the initial point, all trajectories are constrained by a common stable attractor (i.e., a chaos attractor) at a macroscopic scale. This property is called the structural stability of chaos. In [1], Aida explained that the hierarchical structure of chaos is useful for designing hierarchical network control schemes.

As an application of the above chaos-based concept, Aida also proposed a fundamental framework for hierarchical transmission rate control based on the chaos of coupled relaxation oscillators [2] (hereinafter simply referred to as “coupled oscillators”). He first designed the control rule for the transmission rate of each flow on the basis of the deterministic rule that underlies coupled oscillators. Due to the sensitivity to the initial conditions of chaos, transmission rates of flows appear to be random; thus, this control avoids severe network congestion. Such randomization would be effective for various network problems (e.g., the TCP global synchronization problem [3] and bufferbloat [4]). More specifically, this control rule deterministically restricts the flow with the largest transmission rate among all flows sharing a bottleneck link; thus, realizing fairness among flows. Note that the control rule involves a parameter that impacts the efficient usage of bottleneck links. Aida then designed the parameter setting necessary to achieve efficient usage
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Fig. 1  Hierarchical network control vs. the hierarchical structure of chaos.

on the basis of the chaos attractor established by the control rule. Since all flows use this parameter setting, it corresponds to controlling all flows. To confirm the feasibility of this chaos-based concept, we intend to specify the chaos-based hierarchical transmission rate control scheme such that it can work in an actual network, and confirm that it operates as intended.

In this paper, we describe our implementation of chaos-based hierarchical transmission rate control in the popular network simulator ns-2 [5]; furthermore, we experimentally confirm its operation. In our experiments, we clarify that (a) fairness among users is realized when applying the chaos-based control rule to each flow, and (b) bottleneck links are efficiently utilized when using the parameter setting proposed in [1]. Our results verify the possibility of successfully realizing the chaos-based concept in TCP/IP networks.

The rest of the paper is organized as follows. In Sect. 2, we introduce another hierarchical structure used in network control design as well as other network controls that are aware of chaos. In Sect. 3, we explain the chaos-based hierarchical transmission rate control. In Sect. 4, we provide details regarding our implementation of chaos-based hierarchical transmission rate control in ns-2. In Sect. 5, we show experimental results obtained from our implementation. In Sect. 6, we conclude this paper and describe scope for future work.

2. Related Work

2.1 Hierarchical Structure of Network Control

The standard network architecture — the Open Systems Interconnection model — has a hierarchical structure consisting of multiple abstraction layers to hide implementation details. Thanks to this hierarchical structure, developers can easily implement network controls that work within a specific abstraction layer; however, problems due to the hierarchical structure have been reported, and ad hoc solutions have been proposed in [6]–[9].

To solve the problems caused by the standard network architecture using a fundamental approach, Aida proposed a novel hierarchical network architecture inspired by systems in nature [10]. This network architecture has multiple layers to reflect different time/space scale dependencies, and is hierarchized by combining the behaviors of the microscopic and macroscopic layers quite similar to nature system models. As an example, to combine these behaviors, Aida introduced a renormalization group for networks in [10]. Hierarchical network control based on chaos [1] is another example of hierarchical network control based on Aida’s hierarchical network architecture.

Some hierarchical network control mechanisms based on the hierarchical network architecture of [10] have been proposed [11]–[13]. In [11], [12], the authors use a partial differential equation (PDE) to combine the behaviors of multiple layers. A PDE and its solution respectively correspond to a microscopic rule and its macroscopic property. They designed the microscopic control based on a PDE, and the macroscopic control based on initial and boundary conditions that determine PDE solutions. In [13], the authors designed a microscopic control (i.e., autonomous decentralized control) based on Markov Chain Monte Carlo, which is a design method to control the probability distribution of a system macroscopic variable. The hierarchical network controls introduced in [11]–[13] were built by designing a microscopic rule through which macroscopic behavior can be indirectly controlled. By contrast, hierarchical network control based on chaos [1] is designed to be able to simultaneously control different behaviors (e.g., fairness and efficiency) at both the microscopic and macroscopic layers.

2.2 Chaos in Network Controls

The behaviors of a particular network controls show chaotic behaviors [14]–[16]. In [14], Chen et al. reported that the deterministic model of TCP congestion control is chaotic; as such, they designed a mechanism to stabilize the TCP congestion control by removing the chaotic behavior. While in existing research, it is common to remove the behavior of chaos from unstable network controls, Aida’s concept attempts to deliberately utilize chaos in network control.
3. Chaos-Based Hierarchical Transmission Rate Control

In [1], as an application of the aforementioned chaos-based concept, Aida proposed a fundamental framework for hierarchical transmission rate control based on the chaos of coupled oscillators [2], which is a chaotic deterministic system. Each oscillator has displacement as its state, and the interaction among oscillators generates chaos with oscillator displacements appearing to be random at a microscopic scale.

3.1 Chaos-Based Control Rule for the Transmission Rate of Each Flow

In [1], Aida designed a control rule for the transmission rate of each flow according to the deterministic rule that models the displacement of each oscillator. The designed control rule adjusts transmission rate $r_i(t)$ of flow $i$ by using the following steps.

1. At the start time for flow $i$, $r_i(t)$ is set to 0, and increasing rate $s_i(t)$ of $r_i(t)$ is set to $\rho$ ($\rho > 0$).
2. Flow $i$ increases $r_i(t)$ by $s_i(t)$ per unit time until the condition of either step 3 or step 4 is satisfied.
3. If $r_i(t) = r_{\text{max}}$, flow $i$ decreases from $r_i(t)$ to $\alpha$ $r_i(t)$ where $0 \leq \alpha < 1$, and $s_i(t)$ is set to $\rho$. Return to step 2.
4. If $r_i(t) = r_{\text{max}}$ for flow $j$ that has an adjacent relationship to flow $i$, flow $i$ sets $s_i(t)$ to $\beta$ $\rho$ where $0 < \beta < 1$. Return to step 2.

Note that threshold $r_{\text{max}}$ is a positive parameter of the chaos-based control rule, and strongly affects the efficient utilization of bottleneck links. The dynamics of transmission rate $r_i(t)$ and the dynamics of increasing rate $s_i(t)$ are described by

\[
\frac{dr_i(t)}{dt} = s_i(t) - s_i(t)(1 - \alpha)r_{\text{max}} \delta(r_{\text{max}} - r_i(t)),
\]

\[
\frac{ds_i(t)}{dt} = \sum_{j \in \partial i} s_j(t) (\beta - s_i(t)) \delta(r_i(t) - r_{\text{max}}) + s_i(t) (\rho - s_i(t)) \delta(r_i(t) - r_{\text{max}}),
\]

where $\delta(x)$ is the delta function, and $\partial i$ is the set of flows that have an adjacent relationship to flow $i$. Flows in $\partial i$ are selected from the set of flows sharing a link according to a certain rule.

Next, we provide an execution example of the above chaos-based control rule. Figure 2 shows time series data of the transmission rates of flows A and B following the chaos-based control rule. In the execution example, flow A starts its transmission slightly earlier than flow B. Immediately after starting the transmission of flow B, transmission rates of flows A and B are approximately the same; however, they appear to be random over time. This property helps to prevent severe network congestion. The fairness between flows A and B seems to be realized since a flow with a higher transmission rate is always decreased according to step 3. In the execution example, flows appear to be random, but the trajectory of $(r_A(t), r_B(t))$ is constrained within the Lorenz attractor, as shown in Fig. 3 [2]. This is explained by the following reason. There are two combinations of $(s_A(t), s_B(t))$; thus, a trajectory of $(r_A(t), r_B(t))$ traverses the two vector fields shown in Fig. 4. In the figure, when a point of $(r_A(t), r_B(t))$ proceeds to the upper side or right side of a vector field, the point appears at the corresponding lower or left side. By pasting each pair of the corresponding sides shown in Fig. 4, we obtain a 3D structure similar to two jointed tori. The obtained structure is topologically equivalent to the Lorenz attractor [2]. In [1], Aida designed a setting method of threshold $r_{\text{max}}$ on the basis of the chaos attractor, the details of which are described in the next subsection.
3.2 Setting Threshold \( r_{\text{max}} \)

Threshold \( r_{\text{max}} \) is the key to realizing the efficient utilization of bottleneck links. If \( r_{\text{max}} \) is set to too large a value, the source of each flow can inject many packets into the network. As a result, the total traffic rate of flows arriving at a bottleneck link can exceed the link bandwidth of the bottleneck link, and packet losses occur due to buffer overflow. Conversely, if \( r_{\text{max}} \) is set to too small a value, bottleneck links are not well utilized. Therefore, care should be taken when setting \( r_{\text{max}} \).

Threshold \( r_{\text{max}} \) is one of parameters that determines the shape of the chaos attractor established by the chaos-based control rule. In [1], Aida derives a setting for \( r_{\text{max}} \) on the basis of the chaos attractor as

\[
r_{\text{max}} = \frac{2[1+(N-1)\beta]}{N[2+(N-1)\beta+(N-1)\alpha\beta]} C,
\]

where \( N \) is the number of flows sharing a link, and \( C \) is the link bandwidth.

3.3 Characteristics

In this subsection, we explain the characteristics of chaos-based hierarchical transmission rate control by comparing it with other transmission rate controls.

TCP transmits most of its traffic on the Internet, and the well-known TCP transmission rate control mechanism [17] attempts to avoid severe network congestion by monitoring packet losses in the network. In TCP control, the source of each TCP flow increases its transmission rate until packet loss is detected, whereupon the rate is then drastically decreased; however, such TCP control fails to avoid severe network congestion in certain situations [3]. One such situation, called TCP global synchronization, occurs when the time evolution of transmission rates of TCP flows sharing a bottleneck link are synchronized by TCP control. Owing to TCP global synchronization, severe network congestion and low utilization of the bottleneck link are alternately triggered. To solve TCP global synchronization problem, the time evolution of TCP transmission rates should be randomized.

Random early detection (RED) [18] is the most famous solution to the TCP global synchronization problem. RED randomly drops a packet at a bottleneck link, thus randomizing the transmission rates of TCP flows. Consequently, TCP control supported by RED is successful in avoiding severe network congestion and low utilization of a bottleneck link; however, RED causes a new undesirable situation. As an example, we consider the situation in which a bottleneck link is shared by one TCP flow with a transmission rate of 100 Mbit/s and 100 TCP flows with a transmission rate of 1 Mbit/s. In this situation, RED should drop a packet from the high-rate TCP flow with respect to fairness, but instead selects a packet from a low-rate TCP flow with a probability of 50% because 50% of packets arriving at the router are those of low-rate TCP flows. In this sense, RED imposes unfairness between high- and low-rate flows.

Chaos-based hierarchical transmission rate control can randomize transmission rates of flows by the property of chaos. Moreover, since chaos-based hierarchical transmission rate control deterministically restricts the flow with the largest transmission rate, it avoids the unfair situation caused by RED. Moreover, this restriction on the largest flow would be also effective to alleviate bufferbloat [4], which is a phenomenon in which the router at a bottleneck link persistently buffers too many packets.

4. Implementation in a Packet-Level Network Simulator

Here, we describe the fundamental framework of hierarchical transmission rate control based on chaos and implement it in the popular network simulator, ns-2 [5]. Network simulator ns-2 is designed on the basis of TCP/IP, and is often used to verify the operation of network control mechanisms in TCP/IP networks. Through experiments on ns-2, we clarify the feasibility of the concept of the chaos-based hierarchical network control proposed in [1].

4.1 Fundamentals

The steps of the chaos-based control rule explained in Sect. 3.1 should be executed at a router. If these steps are executed at the source host of a flow, the source host has to gather information regarding flows sharing a bottleneck link. In particular, to execute step 4 of the chaos-based control rule, the source host of flow \( i \) has to gather transmission rates \( r_j(t) \) of flow \( j \) in \( \partial i \); however, in general, it is difficult to exchange such information regarding flows between source hosts only using standard TCP functions. Even if source hosts can exchange flow information, the chaos-based control rule may fail to generate chaos because of the delay in executing step 4. To avoid this problem, we steps should be performed at a router. As shown in Fig. 6, each router calculates the transmission rates of flows according to the proposed steps, and notifies source hosts of calculated transmission rates using packet headers. To realize such notification via packet headers, we refer to the procedures of explicit congestion control (XCP) [19], [20], which passes information regarding transmission rates calculated by a router to a source host.
Each router sets threshold $r_{\text{max}}$ by Eq. (3); here, the router uses the number of flows sharing its managed link, $N$, as well as its own link bandwidth $C$.

This study assumes that the chaos-based control mechanism is activated in all routers at links that may possibly become bottlenecks. We detail here the chaos-based hierarchical transmission rate control required to confirm its operation on the dumbbell topology shown in Fig.7. Efficient implementation and support of general topologies are beyond the scope of this paper.

4.2 Design Details

4.2.1 Procedure for Source Hosts

Regarding the procedure for source hosts, each source host transmits packets according to XCP [20]. Each XCP source host restricts the number of packets available for simultaneous release by its congestion window size, and updates its congestion window size using the change amount in the header of ACK packets. Similar to XCP source hosts, each source host updates its congestion window size using the change amount in the header of ACK packets. (e.g., the transmission rate calculated by the router at a bottleneck link). In this update, each source host calculates its new congestion window size as the product of the notified transmission rate and the base round trip time (RTT), which is the RTT without queuing delay time. Some congestion control mechanisms [21], [22] also use the base RTT to control transmission rates.

4.2.2 Procedure for Routers

Regarding routers, each router forwards packets according to XCP. We therefore explain the procedures that differ from XCP below.

Each router has a list of flows passing through its link. If a router receives a packet of a flow that is absent from its list, the router adds the flow to the bottom of its list. If a router receives no packets of a flow in its list within a certain time period, the router removes the flow from its list. If any updates to its list occur, the router resets $r_{\text{max}}$ by Eq. (3). To set $\partial \bar{i}$ of flow $i$, adjacency relationships among flows are determined by the entry order in the list. Namely, $\partial \bar{i}$ if $N \geq 2$ is given by

$$
\partial \bar{i} = \begin{cases} 
\{o^{-1}(2)\} & \text{if } o(i) = 1 \\
\{o^{-1}(N-1)\} & \text{if } o(i) = N \\
\{o^{-1}(o(i) \pm 1)\} & \text{otherwise}
\end{cases},
$$

where $o(i)$ is the function that returns the index number of flow $i$ in the list, and $o^{-1}(i)$ is the function that returns the identifier of the $k$-th flow in the list. In general, $o^{-1}(o(i)) = i$. If $N = 1$, $\partial \bar{i}$ is $\emptyset$ (i.e., empty set). Consider the example when a router holds list $(A, B, C)$. In this example, $o(A) = 1$, $o(B) = 2$, and $o(C) = 3$. According to Eq. (4), $\partial A = \{o^{-1}(2)\} = \{B\}$, $\partial B = \{o^{-1}(1), o^{-1}(3)\} = \{A, C\}$ and $\partial C = \{o^{-1}(3 - 1)\} = \{B\}$.

Each router calculates the transmission rates of flows in its list according to the steps explained in Sect. 3.1. When the router receives a packet of a flow, it writes the transmission rate of the flow to the header of the received packet just as in an XCP router.

4.2.3 Procedures for Destination Hosts

Regarding destination hosts, each destination host handles received packets according to XCP. Similar to XCP destination hosts, each destination host reads the header information of a received packet of a flow, and then writes the transmission rate of the flow to the header of the corresponding ACK packet.

5. Experimentation

We confirm the validity of the chaos-based hierarchical transmission rate control through experimentation. More specifically, we confirm that (a) fairness among flows is realized when using the chaos-based control rule, and (b) efficient usage of the bottleneck link is realized when using the parameter setting of threshold $r_{\text{max}}$ proposed in [1]. Through our experiments, we will clarify the feasibility of realizing the chaos-based concept in TCP/IP networks.

Our experiments compare the performance of chaos-based control with that of RED. Note that RED randomizes flow behavior using a pseudo-random number generator, whereas chaos-based control randomizes them by the property of chaos. We investigate the differences between RED and chaos-based control in terms of fairness and efficiency. Through our experiments, we clarify the performance differences produced by both mechanisms to randomize flow behavior. Chaos-based control uses more information (i.e., the number of flows, $N$, and the link capacity $C$) than RED, so we expect that chaos-based control will outperform RED.

5.1 Experimental Setting

For our experimental setup, we use the dumbbell topology
shown in Fig. 7. The bottleneck link is shared by $N$ flows. When we use chaos-based control, queue management at the bottleneck link is set to Droptail. When we use RED for the queue management, transmission rates of flows are controlled by TCP Reno [17], and we use TCP-Reno+RED for notational distinction. Overall, we use the default parameters shown in Table 1. Note that we use 512 bytes as the TCP packet size (i.e., the maximum segment size (MSS)), similar to other studies [23]–[25]. Below, we show results for different number of flows, $N$, while keeping the same packet size. Results for different packet sizes can be estimated from those for different $N$’s because of the following reason. Chaos-based control is a transmission rate control mechanism using congestion window, and its behavior for a parameter configuration would be identical to that for other parameter configurations that have the same number of transmitted packets per unit time. The doubling of the packet size halves the number of transmitted packets per unit time. The doubling of the other parameter configurations that have the same number of a parameter configuration would be identical to that for TCP-Reno and its behavior for source hosts.

In our simulations, each source host starts transmitting randomly within the time range $[0, 1]$s. After starting a transmission, each source host continues transmitting until the end of the simulation. We repeat the simulation experiments with different random sequences of start times until the 95% confidence interval of measurements becomes sufficiently small. Destination hosts have sufficient processing power to handle received packets, so transmission rates of flows are not restricted by the processing performance of destination hosts. As a simple setting for the base RTT used in the calculation of congestion window size, we set 0.03 s for source hosts.

### 5.2 Confirmation of Operation of the Chaos-Based Transmission Rate Control Rule

To confirm the operation of the chaos-based control rule, we investigate the behavior of flows and the fairness among flows.

Figures 8 and 9 plot time series data of transmission rates of flows. In the figures, the transmission rates of flows are approximately the same immediately after transmission begins; however, they appear to be random over time. From these results, we can confirm the randomization effect of chaos-based control.

Next, we investigate the fairness among flows. For our fairness metric, we use the standard deviation (SD) of the transmission rates of flows. The SD at time $t$ is defined as

$$\text{SD}(t) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \bar{r}_i(t) - \frac{1}{N} \sum_{i=1}^{N} \bar{r}_i(t) \right)^2}$$

where

$$\bar{r}_i(t) = \frac{1}{\Delta} \int_{t-\Delta}^{t} r_i(x) \, dx.$$  

In the above equation, $\Delta$ is the calculation interval time of SD, representing the time scale of interest in the fairness determination. The integration on the right hand side of Eq. (6) is obtained by counting the number of packets transmitted by the source host of flow $i$ from $t - \Delta$ to $t$.

Figures 10(a)–10(c) show time series data for the SD of transmission rates of flows for $\Delta = 0.1, 0.5, 1.0$ s, respectively. According to the figures, the SD for chaos-based control is almost always smaller than that for TCP-Reno+RED, regardless of $\Delta$. Then, from Fig. 11, chaos-based control has a smaller SD than TCP-Reno+RED, regardless of $N$. Therefore, chaos-based control has higher fairness than RED. This is because chaos-based control can avoid the unfair situation of RED explained in Sect. 3.3.

Chaos-based control uses $N$ and $C$ when calculating threshold $r_{\text{max}}$ by Eq. (3). As another control using the same
information, we can design a simple control that sets transmission rates of flows to $C/N$. Note that the simple control is equivalent to chaos-based control if relaxation ratio $\alpha$ of chaos-based control approaches to 1. When we use this simple control, the transmission rates of all flows are same. Hence, the SD of transmission rates of flows under the simple control is zero. According to Figs. 11, the fairness of chaos-based control is worse than that of the simple control.

5.3 Effectiveness of Setting Threshold $r_{\text{max}}$ by Eq. (3)

Through further simulation, we confirm whether the $r_{\text{max}}$ setting proposed in [1] realizes efficient utilization of the bottleneck link.

Figure 12 plots time series data of the transmission rate of all flows at the bottleneck link. As a reference, we also show results for TCP-Reno+RED in Fig. 12. From the figure, chaos-based control almost always fully uses the link bandwidth. Figure 13 shows the time average of the transmission rate at the bottleneck link for different numbers of flows, $N$. According to this result, chaos-based control realizes complete utilization of the bottleneck link, regardless of $N$.

If link bandwidth is fully utilized but packet losses occur owing to buffer overflow, we cannot say that chaos-based control efficiently utilizes the bottleneck link. Hence, we confirm the queue length of the bottleneck link. Figure 14 shows time series data for the queue length of the bottleneck link. As a reference, we show results for TCP-Reno+RED in Fig. 14. From the figure, we observe that chaos-based control always yields smaller queue lengths than the buffer size (i.e., 5,000 packets), so there is no possibility of packet loss owing to buffer overflow. The same result is obtained, regardless of $N$, as shown in Fig. 15. The simple control introduced at the end of Sect. 5.2 can realize zero queue length and complete link utilization at the bottleneck link. From Fig. 15, we observe that the queue length of chaos-based control is larger than that of the simple control.
sets transmission rates of flows to $C/N$.

Finally, we compare the results for different $r_{\text{max}}$ settings to clarify the effectiveness of the settings proposed in [1]. In this experiment, we use $r'_{\text{max}}$, which is given by

$$r'_{\text{max}} = k_{\text{max}} r_{\text{max}},$$

where $k_{\text{max}}$ is a positive constant. In the right side of the above equation, $r_{\text{max}}$ is given by Eq. (3). Hence, if $k_{\text{max}} = 1$, the setting by Eq. (3) is same as that by Eq. (7).

Figures 16 and 17 show time average values of the transmission rate at the bottleneck link and the time average values of the queue length of the bottleneck link for different values of $k_{\text{max}}$, respectively. According to Fig. 16, the transmission rate of the bottleneck link is equal to the bottleneck link bandwidth if $k_{\text{max}} \geq 1$. Conversely, from Fig. 17, we observe that the queue length of the bottleneck link increases as $k_{\text{max}}$ increases. Therefore, we conclude that $k_{\text{max}} = 1$ is the best parameter setting, regardless of $N$.

As evident from above, chaos-based control can realize efficient utilization of the bottleneck link with the $r_{\text{max}}$ setting proposed in [1].

5.4 Experimentation Considering Actual Networks

It is unrealistic to expect all flows to support chaos-based control in actual networks. There are usually some flows not under chaos-based control that would share a bottleneck link with flows under chaos-based control. Hence, we perform experiments using the network topology shown in Fig. 18. This topology contains background traffic not under chaos-based control (i.e., UDP traffic with 20 Mbit/s).

In general, flows with different RTTs share a bottleneck link. Hence, we then perform experiments using the network topology shown in Fig. 19. In this network topology, link delay $l_i$ between source of flow $i$ and the router at the bottleneck link are set to a random value from 0 to 10 ms. Furthermore, the base RTT of flow $i$ is set to $2l_i + 20$ ms.

Figures 20 and 21 show transmission rates and queue lengths of the bottleneck link when generating background traffic, respectively. Note that we showed the transmission rate without background traffic to investigate the efficiency of flows under chaos-based control. From these figures, we
can confirm that chaos-based control realizes efficiency similar to the results of Sect. 5.3. Figure 22 shows the SD of transmission rates of flows under chaos-based control. According to these results, chaos-based control has similar effectiveness in terms of fairness to those of results presented in Sect. 5.2. Figures 20–22 also show results from experiments using different RTTs. For such experiments, we obtain the same conclusions regarding fairness and efficiency when using scenarios with background traffic and those presented in Sects. 5.2 and 5.3.

6. Conclusions and Future Work

We implemented chaos-based hierarchical transmission rate control in the popular network simulator, ns-2, and confirmed its successful operation through various experiments. More specifically, we confirmed that (a) the chaos-based control rule realizes fairness among users, and (b) the setting of the parameter used in the control rule proposed in [1] realizes efficient utilization of bottleneck links. These results clarified the feasibility of realizing the chaos-based concept in TCP/IP networks.

As future work, we plan to apply the concept of chaos-based hierarchical network control to other network control designs.
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